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Abstract: Credit card payments have been increasing significantly, which partly is due to the growth of e-
commerce and credit cards being a more convenient and accessible payment method than other methods. 

Most modern countries are moving towards a more cash free society for reasons such as preventing money 

laundering. With credit cards being the most common payment solution in today’s world, credit card fraud 

has also become a common form of fraud in the banking world. FICO estimated in a report that in 2014 

losses due to card fraud added up to $ 13.9 billion dollars. Recently, data driven machine learning 

algorithms have been used to automate and handle these types of complex classification problems. 

Examples of supervised solutions to this problem are Logistic Regression classifiers and support vector 

machine based Classifier. In this paper, we proposed support vector machine based model to enhance the 

performance than an existing model. 
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1.  INTRODUCTION 

Financial frauds can have significant impacts on 

individuals, businesses, and society as a whole. Victims of 

fraud can suffer financial losses, damage to their credit 

scores, and emotional distress. In addition, fraud can decrease 

trust in financial institutions and systems, which can have 

broader implications for the economy and society. According 

to a report by the Association of Certified Fraud Examiners 

(ACFE) [5], the global cost of occupational fraud alone is 

estimated to be around $3.7 trillion annually. This includes 

fraudulent activities such as asset misappropriation, 

corruption, and financial statement fraud. The report 

highlights the importance of taking proactive measures to 

prevent and detect fraud, including implementing strong 

internal controls and conducting regular fraud risk 

assessments. Furthermore, financial fraud has become 

increasingly sophisticated with the rise of digital technologies 

and the Internet. Cybercriminals can use a range of 

techniques, such as phishing, malware, and social 

engineering, to gain access to sensitive information and steal 

money. As such, it is crucial for individuals and 

organizations to stay vigilant and take steps to protect 

themselves from online fraud. The Internet Crime Complaint 

Center (IC3) [6], which is a partnership between the Federal 

Bureau of Investigation (FBI) and the National White Collar 

Crime Center (NW3C), serves as a central point of contact 

for individuals to report suspected cybercrimes to the FBI. 

On the website, individuals can submit complaints related to 

various types of Internet crimes, such as identity theft, 

hacking, online scams, phishing, and child exploitation. The 

IC3 analyzes the complaints and provides information to law 

enforcement agencies to help them investigate and prosecute 

cybercriminals. The portal also provides tips and resources 

for Internet safety, including ways to protect yourself from 

online scams and fraud, as well as information on how to 

report cybercrime and get help if you are a victim. The 

research on financial fraud has led to a better understanding 

of the nature and extent of the problem, as well as the most 

effective ways to mitigate its impact. By applying the 

insights and recommendations from these studies, 

individuals, businesses, and governments can reduce their 

vulnerability to financial fraud and improve the integrity of 

financial systems. However, fraud remains an ongoing 
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challenge, and continued research and innovation are 

necessary to stay ahead of the evolving tactics and strategies 

of fraudsters. 

 
Figure 1: Chart showing yearly and aggregate data for 

complaints and losses over the years 2018 to 2022 [10]. 

 

Frauds are being committed with every product that banks 

offer and a large proportion of them belongs to payment card 

frauds. Even though frauds only make up a small share of all 

card transactions, there is still a very large number of them 

due to the massive amount of transactions overall. Banks are 

trying to minimize the number of frauds because they create 

costs as banks are legally obliged to compensate certain 

losses to clients. Moreover, a high fraud risk is connected to a 

high reputation risk, which leads to lower revenue. Therefore, 

banks are trying to identify and cancel fraudulent 

transactions. Traditionally, banks use rule-based fraud 

detection systems. These systems are manually maintained 

and rely on rules created by employees of the bank. This 

process is time-consuming and may not be able to identify 

complex relationships in the data. But with the increasing 

popularity of artificial intelligence and statistical modeling, 

there is now a possibility to use various machine learning 

models to detect fraudulent payments. 

 

2. MACHINE LEARNING IN CARD FRAUD 

DETECTION 

 We live in the era of big data. Human behavior and 

natural processes lead to the creation of extremely large and 

complex datasets. Thanks to the progress in information 

technology, we can store such data and because of human 

curiosity and innovativeness, we are trying to analyze, 

understand and use this data in order to create some value. 

With such massive and unorganized piles of information, it is 

almost unthinkable to attempt a manual analysis of this data. 

Programs written exactly for a given task would be very 

difficult to create, which leads to the need for a different 

approach to data analysis. A solution to this request lies in 

automated methods of data analysis known as machine 

learning algorithms. We can define machine learning as “A 

set of methods that can automatically detect patterns in data, 

and then use the uncovered patterns to predict future data, or 

to perform other kinds of decision making under uncertainty”. 

Machine learning methods give us generalized procedures 

which we can employ to obtain a solution to our problem 

given a large dataset. Another, more technical, definition of 

machine learning is provided by (Mitchell 1997): “A 

computer program is said to learn from experience E with 

respect to some class of tasks T and performance measure P, 

if its performance at tasks in T, as measured by P, improves 

with experience E”. In our case, the task T lies in detection of 

fraudulent card transactions and E is the training data we 

provide to the algorithm. This task is controlled by P, which 

makes sure that the algorithm operates with high 

performance. In our case, we want the algorithm to flag as 

many fraudulent transactions as possible, but we also do not 

want it to produce too many false alarms. Machine learning 

approaches can be divided into two main categories. These 

are supervised and unsupervised learning. Even though 

supervised and unsupervised learning are not formally 

defined terms, there are certain features that distinguish these 

two approaches. Each approach has its pros and cons and 

both of them have been used in the past in the identification 

of fraudulent transactions. 

 

3. EXPERIMENTAL WORK 

The principle ideas surrounding the support vector 

machine started with neural activity as an all-or-nothing 

(binary) event that can be mathematically modeled using 

propositional logic, and which succinctly describe is a model 

of a neuron as a binary threshold device in discrete time. 

Thus for binary classification, when two classes can be 

completely separated the classification problem is 
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characterized as considering a training data 

set {x1,y1},{x2,y2},⋯,{xn,yn}, in which xi is a vector of d 

dimensions, and y is a scale ∈{+1,−1}∈{+1,−1}. 

Therefore, y is a label of the data belonging to one class or 

the other class, and assuming linear separability, a 

straightforward algorithm finds a hyperplane which is linear 

combination of xi that separates the two classes. If we know 

the linear separator, y=w⋅Φ(xi)+b)+, in which Φ is called 

feature function specified by hand, w and b are parameters 

determined by the learning algorithm on training data. The 

criteria for deciding a data point belongs to a specific class is: 

yi⋅(w⋅Φ(xi)+b)≥1)≥1 

Rosenblatt in 1962 described this algorithm with the 

perceptron, with a mechanism to discover a hyperplane 

which can separate two classes with maximum margins 

between two categories. The margin is defined as the 

distance from nearest points from both classes to the 

separating hyperplane, and these nearest points are called 

support vectors and are only a small fraction of all data. The 

perceptron methodology assumes that the two classes are 

completely separable. Equation (1) can be used to solve w, b 

assuming the hyperplane achieve maximum margins between 

the two categories. 

We propose a model which detects fraudulent transactions 

in credit card using Machine Learning techniques. The 

proposed model treats the fraud detection as binary 

classification problem. To build this system the major 

challenge is Class Imbalance Problem. Import the dataset 

from publically available Kaggle. The format of the dataset 

is .CSV (Comma Separated Values) file. Prepare the data by 

removing duplicates and verify that the dataset contains no 

missing values. Label encoding and one-hot encoding will 

handle each categorical feature in the dataset. The data 

consists of attributes of different scales, and several machine 

models may gain from rescaling the attributes to the same 

size for all attributes in the data. Attributes are frequently 

rescaled into the range between 0 and 1. MinMaxScaler is 

used to rescale the data. A pre-processed dataset will be 

available and the SVM based machine learning algorithms 

will be used to assess it. Separating a validation dataset to be 

used for subsequent confirmation of the developed model’s 

skill. The simple approach we can use to assess the 

performance of a machine learning algorithm is to use 

different data sets for training and testing. Due to overfitting 

we cannot train the machine learning algorithms on the 

dataset and make predictions from that same dataset to 

evaluate machine learning algorithms. Below figure 

represents the proposed system of fraud detection. 

 

 
 

Figure 2: Proposed system architecture. 

 

A major reason is that they have to check all the instances 

of data for each feature to assess the collection of information 

from all potential splitting positions, which takes a long time. 

SVM was proposed to address this issue. SVM is a gradient 

boosting application that uses tree-based learning algorithms. 

SVM works primarily on the Histogram-based, and at the 

same time retains relatively accurate results. SVM is usually 

faster than other gradient boosting algorithms. The SVMIG 

(SVM with InformationGain) handles the process of 

discretization, minmax normalization, attribute selection, 

frequent itemset mining and SVM with information gain 

based classification for credit card fraud detection as depicted 

in below figure. In SVMIG, the discretization process is used 

to reduce the attributes intervals. As a result of discretization, 

the min-max normalization process receives the reduced 

attributes intervals as input. The normalization process 

decomposes the attributes values into smaller size. The 

smaller size attributes are selected using the information gain 

based feature selection algorithm. The low values of 

information gain are used to determine the credit card frauds. 

Attributes with high information gain determines the legal. 

The frequent itemsets are extracted using the Apriori 

algorithm and pruning is performed to reduce the candidate’s 

itemset size. The frequent itemsets are the input to the SVM 

with information gain based classification to detect the fraud. 
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Figure 3: The above picture shows that comparative study 

for existing model and our proposed model using AUC 

parameter. 

 

 
Figure 4: The above picture shows that comparative study 

for existing model and our proposed model using precision 

parameter. 

 

 
Figure 5: The above picture shows that comparative study 

for existing model and our proposed model using AUC, 

precision, recall, accuracy and F1-Score parameters. 

 

4. CONCLUSION 

Illegitimate usage of card or the records is pointed to as 

credit card theft, not including the permission of the owner. 

Related credit card theft techniques primarily relate to two 

customer categories as well as behavioral fraud. Payment 

fraud happens as fraudsters use fraudulent or other details to 

implement new cards from banks or issuing agencies. A 

single consumer with single collection of user info or 

separate consumer with same details can request various 

applications. In the other side, behavioral fraud has 4 major 

types: stolen money, postal theft, bogus money as well as 

non-fraud cardholder. Theft / missing card theft arises as 

frauds rob a credit card or activate a misplaced wallet. Mail 

identity abuse happens when the fraudster accepts a credit 

card from either the bank via post or personal details before 

meeting the real card holder. In this work we proposed our 

model based on support vector machine with information 

gain and gives better results than existing model. 
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