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Abstract: The data mining and their different applications have became more popular now a days.  A 

number of large and small scale applications are now being  developed with the help of data mining 

techniques such as predictors, weather forecasting systems, and business intelligence etc. There are two 

kinds of model available for these techniques namely supervised and unsupervised learning. The accuracy 

and performance of the supervised data mining techniques are higher as compared to unsupervised data 

mining techniques therefore in sensitive applications the supervised data mining techniques are used for 

prediction and classification. In this presented work the supervised learning based application is proposed 

and demonstrated. The proposed work is intended to demonstrate the data mining technique in disease 

prediction systems in medical domain. In order to perform this task the heart disease based data is selected 

for analysis and prediction. 
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1.  INTRODUCTION 

The data mining [1] is a process of analysis of the data and 

extraction of the essential patterns from the data. These 

patterns are used with the different applications for making 

decision making and prediction related task. The decision 

making and prediction is performed on the basis of the 

learning of algorithms. The data mining algorithms supports 

both kinds of learning supervised and unsupervised. In 

unsupervised learning only the data is used for performing the 

learning and in supervised technique the data and the class 

labels both are required to perform the accurate training. In 

supervised learning the accuracy is maintained by creating the 

feedbacks form the class labels and enhance the classification 

performance by reducing the error factors from the learning 

model. 

The proposed work is intended to investigate these techniques 

in the application of the predictions. Data mining techniques 

have been widely used in clinical decision support systems for 

prediction and diagnosis of many diseases with good 

accuracy. These techniques have been very effective in 

designing clinical support systems due to their ability to 

discover hidden patterns and relationships in medical data. 

One of the most important use of such systems is in diagnosis 

of heart diseases because it is one of the leading causes of 

deaths all over because it is one of the leading causes of 

deaths all over the world. Almost every system that predicts 

heart diseases uses clinical dataset having parameter sends 

inputs from complex tests conducted in laboratory. None of 

the system predicts heart diseases based on risk factors such 

as age, family history, diabetes, hypertension, low cholesterol, 

smoking, alcohol intake, obesity or physical inactivity, etc. 

Heart disease patients have many of these visible risk factors 

which are common and can be used very effectively for 
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diagnosis. System based on such risk factors will  not only 

help medical professionals but it would  also give patients a 

warning about the probable presence of heart disease even 

before he visit a hospital or tends towards costly medical 

checkups. This technique has two most successful data mining 

tools, neural networks and genetic algorithms. The hybrid 

system implementation uses the global optimization benefit of 

genetic algorithm for initialization of neural network weights. 

The learning is fast, more stable and accurate in comparison 

to back propagation. The system was implemented in Matlab 

and predicts the risk of heart disease with an accuracy of 89%. 

2. LITERATURE REVIEW 

Chaitrali S. Dangare et al [2] has analysed prediction systems 

for Heart disease using more number of input attributes. The 

system uses medical terms such as sex, blood pressure, 

cholesterol like 13 attributes to predict the likelihood of 

patient getting a Heart disease. Until now, 13 attributes are 

used for prediction. Jyoti Soni et al [3] intends to provide a 

survey of current techniques of knowledge discovery in 

databases using data mining techniques that are in use in 

today’s medical research particularly in Heart Disease 

Prediction. Number of experiment has been conducted to 

compare the performance of predictive data mining technique 

on the same dataset and the outcome reveals that Decision 

Tree outperforms and sometime Bayesian classification is 

having similar accuracy as of decision tree but other 

predictive methods like KNN, Neural Networks, 

Classification based on clustering are not performing well. 

The main objective of Shadab Adam Pattekari and Asma 

Parveen [4] is to develop an Intelligent System using data 

mining modeling technique, namely, Naive Bayes. It is 

implemented as web based application in this user answers the 

predefined questions.  

N. Aditya Sundar et al [5] describes about a prototype using 

data mining techniques, namely Naïve Bayes and WAC 

(weighted associative classifier).This system can answer 

complex “what if” queries which traditional decision support 

systems cannot. Using medical profile0073 such as age, sex, 

blood pressure and blood sugar it can predict the likelihood of 

patients getting a heart disease.  

In this paper R. Thanigaivel et al [6] survey different papers in 

which one or more algorithms of data mining used for the 

prediction of heart disease. Result from using neural networks 

is nearly 100%. So that the prediction by using data mining 

algorithm given efficient results. Applying data mining 

techniques to heart disease treatment data can provide as 

reliable performance as that achieved in diagnosing heart 

disease. 

M.I. López et al [7] proposes a classification via clustering 

approach to predict the final marks in a university course on 

the basis of forum data. The objective is twofold: to determine 

if student participation in the course forum can be a good 

predictor of the final marks for the course and to examine 

whether the proposed classification via clustering approach 

can obtain similar accuracy to traditional classification 

algorithms. Experiments were carried out using real data from 

first-year university students. Several clustering algorithms 

using the proposed approach were compared with traditional 

classification algorithms in predicting whether students pass 

or fail the course on the basis of their Moodle forum usage 

data. 

3. PROPOSED WORK 

The existing version of decision tree construction algorithm 

do not consider the elimination of the outliers or the noisy 

data. Due to this reason the accuracy of the existing version 

reduces. Our proposed algorithm takes into consideration the 

elimination of noisy data or outlier data. 

Input: D – Data Partition A – Attribute List GR – Gain Ratio  

Output: A Decision Tree  

1. Create a node N  

2. If samples in N are of same class, C then  

3. Return N as a leaf node and mark class C;  

4. If A is empty then  

5. Return N as a leaf node and mark with majority class;  
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6. else  

7. Apply Gain Ratio( Dw , Aw )  

8. Label root node N as f(A)  

9. for each outcome j of f(A)do  

10. subtree j =New Decision Tree(Dj,A)  

11. connect the root node N to subtree j 

 12. endfor  

13. endif  

14. endif  

15. Return N 

16. For each instance I in D, 

If there is an instance I which is not classified then remove the 

instance from the data set. 

4. RESULT ANALYSIS 

The given section provides the study about the proposed 

classification algorithm and the comparative performance 

study among the implemented classifiers in different 

performance factors. The performance outcomes and the 

estimated analysis are provided in this chapter. 

5. Accuracy 

The accuracy is a measurement of the data model for finding 

the amount of correctly classified data using the input 

samples. The performance of the algorithm in terms of 

accuracy can be evaluated using the following formula. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑎𝑡𝑎

𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠
𝑋100 

 
Figure 1: figure accuracy 

The performance of the proposed hybrid classifier and the 

traditional genetic back propagation neural network is 

compared. 

Table 1: Table accuracy 

Dataset size Proposed Previous 

50 93.82 87.38 

100 94.66 89.53 

150 95.29 91.71 

200 96.28 92.68 

300 98.36 94.26 

400 98.69 95.33 

500 99.68 96.86 

6. CONCLUSION 

The data mining is helpful for analysis the data, when the 

manually analysis of the data is not feasible in the data mining 

techniques are applied for analysis. The data mining 
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techniques are computer based algorithms which identify the 

relationship among the data and extraction of the similar 

pattern data on which they are trained. This paper presented a 

decision tree based classification technique for accurate heart 

disease classification & prediction. The accuracy of heart 

disease classification using this method is better than other 

methods. 
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