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Abstract: In this paper presents the classification algorithm such as decision tree, support vector machine 

and proposed work with optimization techniques like particle swarm optimization. Particle swarm 

optimization methods for the pattern extraction and pattern recognition for the huge amount of dataset, 

dataset used from the UCI machine learning repository such as heart diseases dataset etc. these dataset are 

basically belong to medical science dataset. 
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1.  INTRODUCTION 

Clustering is a division of data into groups of similar 

objects, it‟s basically examples of unsupervised learning 

algorithm in which there is no supervisor and no target output 

for the respective techniques. Its generate and represent the 

data in the form of group or cluster, here the generation of 

cluster or grouping of data is done by the various clustering 

techniques with using pattern recognition and pattern 

extraction form the large or huge amount of dataset.  

Classification is a data mining technique that typically 

involves three phases, a learning phase, a testing phase and 

an application phase. A learning model or classifier is built 

during the learning phase. It may be in the form of 

classification rules, a decision tree, or a mathematical 

formula. Since the class label of each training sample is 

provided, this approach is known as supervised learning. In 

unsupervised learning (clustering), the class labels are not 

known in advance. In the testing phase test data are used to 

assess the accuracy of classifier. If the classifier passes the 

test phase, it is used for the classification of new, unclassified 

data tuples. This is the application phase. 

A new decision tree learning approach for novel class 

detection. In this builds a decision tree from data stream 

which continuously update. Calculate threshold value based 

on ratio of percentage of data points between each leaf node 

in a tree and the training dataset and cluster the data points of 

training data set based on similarity of attributes. If number 

of data points classify at a leaf node increases than the 

threshold value increases then novel class arrived. 

 

2. CLASSIFICATION 

Classification is a data mining technique that typically 

involves three phases, a learning phase, a testing phase and 

an application phase. A learning model or classifier is built 

during the learning phase. It may be in the form of 

classification rules, a decision tree, or a mathematical 

formula. Since the class label of each training sample is 

provided, this approach is known as supervised learning. In 

unsupervised learning (clustering), the class labels are not 

known in advance. In the testing phase test data are used to 

assess the accuracy of classifier. If the classifier passes the 

test phase, it is used for the classification of new, unclassified 

data tuples. This is the application phase. The classifier 

predicts the class label for these new data samples. For 

classification algorithms, the two major problems on 

classifying a data stream are the infinite length and the 

concept drift. The first one makes the traditional multi-pass 

classification algorithms incapable of classifying a data 

stream for their requirement of infinite storage and large 

amount of training time. The second one makes the most 

static stream classification algorithms incapable of 

classifying a data stream with concept drifts for the under-

lying changes occurred in the stream. For a time changing 

data stream, an incremental updating manner of the classifier 

is very important. A temporal model is used to capture the 
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evolutions of the stream. In general, the classification process 

is always accompanied by the course of model construction 

and test. The classification model keeps changing with the 

progression of the stream. If a static classifier is used to 

classify an evolving data stream, the accuracy of it will drop 

greatly.  

 

3. RESEARCH GAP 

The mining of healthcare database is very critical issue. 

The healthcare data strode the information about medical 

diseases and patient‟s information. For the estimation of 

patients and disease used some intelligent software for the 

predication of disease. The prediction of disease and 

medicine is fundamental issue in health care environment.  

For the extraction of better information used data mining 

technique for the healthcare system. The diversity and 

applicability of data mining are increase day to day in the 

field of medical science for the predication of symptom of 

disease. The data mining provide lots of technique for mine 

data in several field, the technique of mining as association 

rule mining, clustering technique, classification technique 

and emerging technique such as called ensemble 

classification technique. The process of ensemble classifier 

increases the classification rate and improved the majority 

voting of classification technique for individual classification 

algorithm such as KNN, Decision tree and support vector 

machine. The new paradigms of ensemble classifier are 

cluster oriented ensemble technique for classification of data. 

Classification of medical data is an important task in the 

prediction of any disease. It even helps doctors in their 

diagnosis decisions. Cluster oriented Ensemble classifier is to 

generate a set of classifiers instead of one classifier for the 

classification of a new object, hoping that the combination of 

answers of multiple classification results in better 

performance. We demonstrate the algorithmic use of the 

classification technique by extending SVM the most popular 

binary classification algorithms. From the studies above, the 

key to improve cluster oriented classifier is to improve binary 

classification. In the final part of the thesis, we include 

empirical evaluation that aim at understanding binary 

classification better in the context of ensemble learning.  

 

4. PROPOSED WORK 

In this section, experimental process of we show that the 

comparative result analysis study for the Health care sector 

with disease diagnosis of various dataset such as Heart, Liver, 

Cancer etc. are performed. This process of disease diagnosis 

of various dataset is done by using Three methods that are 

Decision tree, Support vector machines and Proposed method 

i.e. combination of support vector machines and optimization 

methods. In this section we proposed the new model for the 

health care system to compute some performance parameters 

such as accuracy using classification and optimization 

techniques. Here we improve the efficiency rate in the terms 

of accuracy for the proposed system compare than existing 

system which is provide better results in the medical science 

domain. 

Feature optimization is an important area of health care 

domain. The extraction process gives the better amount of 

feature for the feature for the processing of feature. But the 

signal image generate huge amount of feature for the 

processing of optimization. In this section used feature 

optimization technique. The feature optimization technique 

adopted the particle of swarm optimization.  

Here we describe some number of step for the particular 

proposed heart based and other patients dataset and they are 

following:-  

In the Step 1 All the particles or object velocity and 

position are randomly place to within pre-defined ranges. 

In the step 2 the updation in velocity of particle at every 

iteration round, the velocities of all particles are updated 

based on some expression i.e. 

𝑣𝑖 =  𝑣𝑖 +  𝑐1𝑅1 𝑝𝑖 ,𝑏𝑒𝑠𝑡 − 𝑝𝑖 + 𝑐2𝑅2 𝑔𝑖,𝑏𝑒𝑠𝑡 − 𝑝𝑖 

  

In the case of equation 6.4.1 the pi is the position and vi 

are the velocity of particle i,  pi,best and gi,best is the position 

with the „best‟ objective value found so far by particle i and 

the entire population respectively;  

In the next step the updation in position of particle, and all 

the particles are updated according to, 

𝑝𝑖 = 𝑝𝑖 + 𝑣𝑖              
Following updating, pi should be verified and limited to 

the allowed range. 

In the next step the memory updation update pi,best and 

gi,best when condition is met, 

𝑝𝑖 ,𝑏𝑒𝑠𝑡 = 𝑝𝑖       𝑖𝑓 𝑓(𝑝𝑖) > 𝑓(𝑝𝑖 ,𝑏𝑒𝑠𝑡 )  

                        𝑔𝑖,𝑏𝑒𝑠𝑡 = 𝑔𝑖       𝑖𝑓 𝑓(𝑔𝑖) > 𝑓(𝑔𝑖,𝑏𝑒𝑠𝑡 )   ...  
Where f(x) is to be optimized and it is a objective function. 

Finally in the last step we update the terminate condition 

will repeat the algorithm steps 2 to 4 until certain terminating 

circumstances are met. 

 

PSO Pseudo Code 

begin 

t=0; 

initialize particles p (t); 

evaluate particles p (t); 

while (termination conditions are unsatisfied) 
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begin 

t=t+1; 

update weights 

select pbest for each particle 

select gbest from p (t-1); 

calculate particle velocity p(t) 

calculate particle position p(t) 

evaluate particles p(t) 

end 

end 

 
 

Figure 1: Proposed model for the health care disease 

prediction classification system. 

 
Figure 2: This windows show that the result of Proposed 

methods with accuracy in the experimental process using 

Heart dataset. 

 

 
Figure 3: This windows show that the result of Decision tree 

methods with accuracy in the experimental process using 

Cancer dataset. 
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Figure 3: Show that the comparative result analysis for the 

Heart disease diagnosis using various classification and 

optimization techniques, our empirical result study shows 

that better accuracy than existing methods. 

 

 
Figure 4: Show that the comparative result analysis for the 

Heart disease, Liver disease and cancer disease dataset 

diagnosis using SVM and our proposed method, our 

empirical result study shows that better accuracy than 

existing methods. 

5. CONCLUSION 

In this paper present a medical science field dataset such 

as a heart diseases dataset, liver diseases dataset and cancer 

diseases datasets. The heart rate diseases diagnosis prediction 

and classification model using the classification method such 

as decision tree, support vector machine and optimization 

method such as particle swarm optimization, in which we 

focus on pattern extraction and pattern analysis of healthcare 

data environment features which is taken from the heart 

diseases patients and form various hospitals whose stores the 

any patients past data or history. The support vector machine 

is a set of classifier which provide the best classification 

results in the form of various class we also apply the same 

dataset using the particle swarm optimization method and 

getting the results. The particle of swarm optimization gives 

us better results than classification method.  
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